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Abstract
The thermodynamic perturbation approach and the cell theory are used to determine the complete phase diagram of a

system of particles interacting via the Lennard-Jones potential. The Barker-Henderson perturbation theory (J. A. Barker,

D. Henderson, J. Chem. Phys. 1967, 47, 4714–4721) is invoked to calculate the liquid-vapour line, while the cell mod-

el approach is utilized to evaluate the solid-vapour and solid-liquid equilibria lines. The resulting phase diagram along

with the triple point and the critical point conditions are determined. Although the liquid-vapour line is predicted quite

well, the triple point parameters, T *
t and P*

t are in relatively poor agreement with the available computer simulation data.

This finding, together with our other calculations, suggest that a simple cell theory may not be adequate for characteriz-

ing the solid-fluid equilibrium in systems involving strongly correlated molecules.
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1. Introduction

Over the last few decades there has been a fair
amount of research into understanding and characterizing
the vapour-liquid equilibrium in different types of fluids.
In contrast, much less is understood about the solid-liquid
equilibrium, which has inhibited construction of complete
phase diagrams. Among the various model fluids, the sys-
tem of particles interacting via the Lennard-Jones 6–12
potential has been of interest historically and plays a spe-
cial role.1 This simple two-parameter potential is impor-
tant perse, since it describes the interactions in rare gas-
es2–4 quite well. Due to its intuitive simplicity the
Lennard-Jones potential is often used as a starting point
for construction of more elaborate fluid models (see, for
example, reference [5]) and/or to mimic hydrophobic in-
teractions.

The celebrated Lennard-Jones 6–12 potential reads1

(1)

where ε is the depth of the potential well and σ is the size
parameter. These two parameters can be determined from
experiments (see, for example, Tables I and II of
Reference6). The first term in the square brackets has the
right functional form for the dispersion interaction for
large r values. The r–12 form for the core repulsion is cho-
sen for convenience and does not represent an optimal
choice. For r = σ the attractive and repulsive part are ex-
actly balanced. The Lennard-Jones fluid has been exten-
sively studied in the literature using different approaches
such as the thermodynamic perturbation theory,3,7 integral
equation theories,8–10 numerical machine simulations,11,12

density functional theories,13 and cell theories.14 From the
weight of evidence it is clear that the Lennard-Jones sys-
tem remains one of the most interesting systems to test
new theories. It is interesting that most of the theoretical
studies and simulations to date have focused on the liquid-
vapour transition and the critical point determination with
the most recent paper in this regard being that by
Betacourt-Cárdenas and coworkers.15 Much less theoreti-
cal effort has been directed toward the accurate determi-
nation of the solid-liquid coexistence line.4,6 A complete
phase diagram of the Lennard-Jones system of particles,
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obtained by machine simulations was presented by Lofti
et al.,16 and Agarwal and Kofke.17

Water is, without any doubt, a universal and the
most important fluid. Its properties are thought to arise
from the ability of water to form tetrahedrally coordinated
hydrogen bonds and are subject of many studies (for re-
cent reviews see references18–20). One approach uses
atomistic, detailed simulation models, which includes a
number of variables to describe van der Waals and
Coulomb interactions, and hydrogen bonding.21 Another
approach is based on simpler models having less structur-
al details and consequently requiring much less computa-
tion.22–28 Recently, a simple model of water, where each
molecule is a Lennard-Jones sphere having four hydro-
gen-bonding »arms« oriented tetrahedrally, has been pro-
posed.5 The Monte Carlo method was used to determine
the basic thermodynamic properties of this water-like flu-
id. Despite the simplicity of this model, the computer sim-
ulation of the complete phase diagram would be very time
consuming and consequently alternative routes need to be
explored.

There are two main methodologies to calculate the
phase diagram of a model fluid. One uses an appropriate
computer simulation method (see, for example, reference
29) Alternative approaches are more analytical and hence
generally less time consuming, however, they contain
various statistical-mechanical approximations. Among
the most popular theoretical methods are the density
functional30,31 and the cell-model theories,6,32,33 combined
with the appropriate equation of state. In order to calcu-
late the fluid-solid part of the phase diagram it is often
necessary to apply two different theories: one to describe
the fluid phase, and another to characterize the equilibri-
um solid. In this contribution we will explore two theo-
retical approaches: i) the Barker-Henderson theory will
be used2,34 to determine the properties of the fluid phase,
while ii) the thermodynamic parameters of the solid
phase will be calculated by the cell theory.6,32,33 Both of
these techniques, especially the Barker-Henderson per-
turbation theory, have been used before to determine
parts of the phase diagram of Lennard-Jones fluid but,
but it is unclear how accurate they are when working in
tandem to obtain the solid-fluid part of the phase dia-
gram. A calculation along these lines was first proposed
by Henderson and Barker4 who estimated the triple point
properties of Argon, but did not present a full phase dia-
gram of the system. In passing we also note an earlier
study by Cottin and coworkers,6 who used a semi-empiri-
cal equation of state (instead of the perturbation ap-
proach) to describe the fluid phase.

The interest in this work is therefore to test the
above mentioned combination of theories on the Lennard-
Jones system of particles. If the theory is working we are
planning to apply it to systems involving strongly corre-
lated molecules5. Phase diagram of the Lennard-Jones flu-
id is known from simulations16,17 as also from experi-

ments for systems behaving like Lennard-Jones ones.35–38

The remainder of this paper is organized as follows. In
Section II we describe how to use the cell theory to calcu-
late the chemical potential of the solid phase, and the ther-
modynamic perturbation approach to obtain the same in-
formation for the liquid phase. In Section III we will pres-
ent the phase diagram of Lennard-Jones particles, and fi-
nally, in Section IV some conclusions are drawn from this
study.

2. Methods of Calculation

Methods of choice were the cell theory6,32,33 for de-
scription of the solid phase, and thermodynamic perturba-
tion theory to characterize the liquid and vapour2 phases.
In order to calculate the phase equilibrium curves we need
to evaluate the Helmholtz free energy of each phase as a
function of pressure and temperature.

2. 1. Solid Phase: Cell Theory

We start from the perfect lattice; it is well-known
that Lennard-Jones (LJ) particles crystallize39 in the form
face centered cubic (FCC) crystal lattice structure. The
shape of the Wigner-Seitz cell for the face centered cubic
crystal is rhombic dodecahedron.40 We chose one atom as
the central one. The interaction energy of this central atom
with all the other atoms of the solid phase is given by6 

(2)

where U0 is the lattice energy of a central atom in equilib-
rium configuration and can be calculated as6

(3)

Index 0 denotes the central particle and j all the oth-
er particles in such crystal. Further, ΔU(r) is the change in
interaction energy of a central atom when displaced for r
from its equilibrium position; U(r) can be calculated as

(4)

In this approximation we assume that all the neigh-
boring atoms are fixed at their lattice points. The
Helmholtz free energy A(N; V; T) of the solid within the
framework of the cell theory is given by the expression41

(5)

where β = 1 / (kBT) and q is the configurational partition
function evaluated as
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(6)

where r defines the position of a central atom in the
Wigner-Seitz cell and must be evaluated numerically. In
this study we utilized the Monte Carlo integration proce-
dure to evaluate the integral of Eq. 6.32,33

2. 3. Fluid Phase: Thermodynamic
Perturbation Theory
The key quantity here is the Helmholtz free energy

for the system of interest. We have obtained this quantity
using the information about the hard-sphere system of
particles; in other words, the free energy of hard spheres
Aex

HS, was taken as the reference quantity. The Barker-
Henderson perturbation theory2,3,34 was than utilized to
calculate the excess free energy Aex

LJ of the Lennard-Jones
fluid.

The excess Helmholtz free energy per particle is ac-
cordingly written as the sum of the hard-sphere contribu-
tion Aex

HS and the first-order correction due to the Lennard-
Jones interaction potential

(7)

where σLJ is the Lennard-Jones size parameter, with

(8)

being the packing fraction of the reference hard-sphere
system of particles with diameter d. To calculate the hard-
sphere term of the Helmholtz free energy, we integrated
the Carnahan-Starling42 expression for the equation of
state

(9)

where z is

(10)

The diameter of the hard-sphere reference system, d,
was determined through

(11)

Pair distribution function of the hard-sphere system,
gHS(r,η), was approximated by the expression of Gonzalez
et al.43

2. 3. Construction of the Phase Diagram

Once the Helmholtz free energy is known, we can
calculate pressure and chemical potential using the stan-
dard thermodynamic equations

(12)

Derivatives were made numerically. For a one-com-
ponent system with two phases (here denoted by 1 and 2),
the conditions of thermodynamic equilibrium read44:

(13)

The three equations must be satisfied simultaneous-
ly. In the calculated chemical potential we have to include
both ideal and excess parts of the quantity. The condition
contained in Eq. 13 is equivalent to construction of com-
mon tangents to the solid and fluid free energy curves,
given as a function of the reduced volume. Figure 1 shows
reduced μ∗ as a function of the reduced P∗ at T∗ = 0.7.

Figure 1: The reduced chemical potential as a function of the re-

duced pressure at T* = 0.7. Continuous lines belong to the fluid

phase (obtained by the TPT theory) and the dashed line to the solid

phase (cell theory). The values of μ∗ and P∗ where the dashed and

solid lines cross correspond to the fluid-solid equilibrium and

where solid lines cross to liquid-liquid. For the fluid-solid transi-

tion μ∗ = –4.13 and P∗ = 0.0022; for the fluid-fluid transition μ∗ =

–3.81 and P∗ = 0.0032.

Vapour-liquid transitions were calculated by the
Maxwell construction.44 The isotherms under the critical
temperature are shaped as shown in Figure 2. The dotted
curve, from point A to minima corresponds to the over-
heated liquid, and from maximum to point B to the under-
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cooled gas. The dotted curve between the minimum and
maximum is unphysical since this cannot be seen in reali-
ty; such a fluid would be characterized by a negative com-
pressibility. The end points of the two-phase region (A;B)
can be predicted from the condition that the shaded area
above the tie-line must be equal to that below it. This con-
dition arises from the equality of the free energies of liq-
uid and vapour phases.

3. Results

All the results reported here are given in reduced
units in terms of the Lennard-Jones size parameter, σLJ,
and the depth εLJ, of the Lennard-Jones potential well,
viz., T* = kBT/|εLJ|, ρ

* = ρσ 3
LJ, P

* = Pσ 3
LJ/|εLJ|, and μ* =

μ/|εLJ|. First in Figure 3 we show the T* vs ρ* dependence.
The dashed line represent the vapour-liquid equilibrium as
calculated from

Figure 2: Maxwell’s construction of the coexisting points (hori-

zontal line from point A to point B) for the liquid-gas phase equi-

librium at T* = 1.2.

Figure 3: Phase diagram of the Lennard-Jones fluid: Reduced tem-

perature as the function of the reduced density. The dashed line cor-

responds to the liquid-vapour coexistence line and the solid ones to

solid-liquid and solid-vapour coexistence.

the Barker-Henderson thermodynamic perturbation theory.
The highest point on the dashed line corresponds to the
critical temperature. We have estimated the critical temper-
ature to be T*

c ≈ 1.35. Computer simulations17 yield T*
c ≈

1.31, while experimental data for argon are a bit lower T*
c ≈

1.26. Since our theoretical approach is analogous to those
in the literature, it is not surprising that a good agreement
with old2 and recent evaluations15 of T *

c was obtained.
Critical density, ρ*

c , as calculated by the thermodynamic
perturbation theory, is comparable with that obtained from
simulations and experiment (cf Table I). Continuous lines
of Figure 3 show the solid-fluid boundaries.

ρ

Tabele I: Comparison between the our theoretical results, simula-

tions16,17 and experimental data.45 The Lennard-Jones parameters

for noble gases were taken from Ref.46

T *
c P*

c ρρc T*
t P*

t

theory 1.35 0.16 0.30 0.80 0.0086

simulation 1.31 0.12 0.30 0.68 0.001

neon 1.27 0.12 0.31 0.70 0.0019

argon 1.26 0.12 0.32 0.70 0.0016

krypton 1.22 0.11 0.30 0.68 0.0015

xenon 1.31 0.13 0.35 0.73 0.0018

Figure 4: Phase diagram of the Lennard-Jones fluid: P* – T* de-

pendence. Solid lines denote our calculation and the dashed lines

the computer simulation results.16,17

The next figure, Figure 4, shows the pressure-tem-
perature dependence. Here the agreement between the
theoretical prediction (solid line) on one side, and the sim-
ulation and experiment (dashed lines) on the other is less
favorable. The temperature at the point where all three
phase co-exist (triple point) was determined to be T *

t ≈
0.80. For argon the experimentally determined tempera-
ture at triple point is T *

t ≈ 0.70. The computer simulation17

yields the value T *
t ≈ 0.68. Additional detailed comparative

results can be seen in Table I. Clearly the error in the triple
point calculation is considerably bigger than the error in
the critical point evaluation. One reason for the poor
agreement seems to lie in the approximations inherent to
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the cell theory, where the movements of surrounding
atoms on crystal lattice were neglected. The central parti-
cle moves in the average field produced by all other
atoms, fixed at their lattice sites. This approximation may
prove inadequate for more strongly correlated system of
particles than that occurring in a Lennard-Jones fluid.

4. Conclusions

The principal achievement of this paper has been a
calculation of the phase diagram of the Lennard-Jones
system of particles utilizing the thermodynamic perturba-
tion theory in conjunction with the cell theory. Our moti-
vation was to test the performance of the combination of
these theories on the well known Lennard-Jones system,
before applying them to the molecular systems with direc-
tional forces. The predicted phase diagram is qualitatively
similar to the experimental and simulation results. More
precisely the approach used here predicts the liquid-
vapour part of the phase diagram quite well (this is of
course known from before), but is considerably less suc-
cessful in describing the solid-gas and solid liquid branch-
es of the phase diagram. The origin of the disagreement
can be traced into the approximations inherent to the cell
model approach. This indicates that some modifications
are needed before the cell theory can be successfully ap-
plied to more complicated models of fluid. In the cell the-
ory of solids used in the present work the central particle
is restrained to move in the neighborhood of its lattice site
in an average potential field created by all the other parti-
cles. The latter particles are fixed at their lattice sites.
Such a mean field description may not be suffcient to cap-
ture correctly the behavior of strongly correlated particles,
such as water molecules, which interact via highly direc-
tional forces. In fact, our preliminary calculations of the
phase diagram of a water-like fluid5 indicate that the criti-
cal point of such a fluid may fall within the solid region.
One way of solving this dilemma is to try and improve the
cell theory by introducing the possibility of cooperative
motions of two or more particles in the system47. An alter-
native, albeit more time consuming, way would be to use
the Monte Carlo method to calculate the solid-fluid equi-
librium lines.
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Povzetek
Izra~unali smo fazni diagram za sistem, ki ga sestavljajo Lennard-Jonesove kroglice. Lastnosti trdne faze smo opisali s

celi~no teorijo, parno in teko~o fazo pa s pomo~jo termodinamske perturbacijsko teorije. V slednjem primeru smo

uporabili Barker-Hendersonov pribli`ek (J. A. Barker, D. Henderson, J. Chem. Phys. 1967, 47, 4714–4721). Izra~unana

ravnote`na ~rta za prehod kapljevina–plin se dobro ujema s simulacijo in z ustreznimi poskusi, medtem ko je ujemanje

za fazni prehod teko~e–trdno precej slab{e. Slabo ujemanje med teorijo in simulacijami je najbolj opazno v okolici tro-

jne to~ke (T *
t in P*

t ). Smatramo, da so za to krive poenostavitve celi~ne teorije. Na osnovi teh in tudi drugih, {e neobjavl-

jenih, rezultatov je mo~ sklepati, da celi~na teorija, v obliki kot je uporabljena tukaj, verjetno ni primerna za opis siste-

mov mo~no koreliranih molekul.


